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1 The Johnson–Lindenstrauss Lemma

The main result that we are covering today is the Johnson–Lindenstrauss lemma, which was originally
published by Johnson and Lindenstrauss in 1984.

Theorem 1. For any set S of n points in Rk and ε ∈
(
0, 12
)
, there is a linear embedding f : Rk → Rd,

where d =
⌈
24 lnn
ε2

⌉
, such that for any pair of points u, v ∈ S,

(1− ε)‖u− v‖2 ≤ ‖f(u)− f(v)‖2 ≤ (1 + ε)‖u− v‖2.

Informally, the Johnson–Lindenstrauss lemma states that it is possible to map a set of size n in the Eu-
clidean space of arbitrary dimension to the Euclidean space of dimension at most O(log n), while roughly
preserving all pairwise distances. The Johnson–Lindenstrauss lemma allows for reducing the dimension-
ality of a data set. This can be used for optimizing storage and more efficient processing, because some
algorithmic techniques heavily depend on the dimension.

2 Our Construction

We will not only prove that such a linear mapping is possible, but we will also show that a random mapping
is very likely to have the desired properties. This allows for performing this kind of dimension reduction in
practice.

Our transformation has the following form:

f(x) =
1√
d
Ax

in which we interpret x ∈ Rk as a “vertical” vector that has one column and k rows, A is a matrix with k
columns and d rows, and 1√

d
is a normalizing factor. It is clear that f(x) is a “vertical” vector in Rd that

has one column and d rows. To fully describe the transformation, we have to describe how we select A.
We do this by independently drawing each entry in A from N (0, 1). Depicting it slightly differently, our
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transformation looks as follows:

f(x) =
1√
d

 d× k matrix A
entries from N (0, 1)





x1

x2

x3

...

xk


.

In the next section, we show the following lemma.

Lemma 2. For any x ∈ Rk,
(1− ε)‖x‖2 ≤ ‖f(x)‖2 ≤ (1 + ε)‖x‖2

with probability at least 1− 2e−
ε2d
12 .

It is relatively easy to prove the Johnson–Lindenstrauss lemma, using this lemma.

Proof of Theorem 1. For any pair u and v of points in S, let x = u− v. Since our transformation f is linear,
we have f(u) − f(v) = f(u − v) = f(x). By Lemma 2, we have that ‖f(x)‖2 = ‖f(u) − f(v)‖2 is
at least (1 − ε)‖x‖2 = (1 − ε)‖u − v‖2 and at most (1 + ε)‖x‖2 = (1 + ε)‖u − v‖2 with probability at

least 1 − 2e−
ε2d
12 . By the union bound over all pairs of points, this property has to hold for all pairs with

probability at least 1−
(
n
2

)
· 2e−

ε2d
12 > 1− n2e−

ε2d
12 . By setting d = 24 lnn

ε2
, we make the last term 0. Since

it strictly lower bounds the probability that a randomly selected f has the desired properties, this proves that
with positive probability f accurately preserves all pairwise distances. Hence the desired linear embedding
f exists.

3 Review of Basic Properties of the Gaussian Distribution

For any distribution D, we write X ∼ D to say that X is a random variable with distribution D. We write
N (α, σ2) to denote the Gaussian distribution with mean α and variance σ2.

We use the following properties, which we state mostly without a proof:

• Let X ∼ N (α, σ21) and Y ∼ N (β, σ22) be two independent Gaussian variables. The distribution of
their sum, X + Y , is N (α+ β, σ21 + σ22).

• Let X ∼ N (0, σ2) and α ∈ R. Then αX ∼ N (0, α2σ2).

• Let X ∼ N (0, σ2). Then E[X2] = σ2. Why? E[X2] = (E[X2] − (E[X])2) + (E[X])2 =
Var(X) + 0 = σ2.

• Let X ∼ N (0, σ2) and λ < 1
2 . Then E[eλX

2
] = (1 − 2λ)−1/2. This is known as the moment

generating function of the chi-squared distribution. It is not too difficult to prove this via integration,
using standard calculus tools.
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4 Proof of Lemma 2

Let us start by introducing auxiliary notation. We write Ai to refer to the i-th row of A and Ai,j to refer to
the j-th entry in the Ai.

4.1 Useful properties

We first make an observation that the entries of Ax have a distribution that, as we will see later, is very
convenient.

Lemma 3. For any i ∈ [d] and any x ∈ Rk, the distribution of Aix is N (0, ‖x‖2).

Proof. We haveAi,j ∼ N (0, 1), for each j ∈ [k], and henceAi,jxj ∼ N (0, x2j ). SinceAix =
∑k

j=1Ai,jxj ,
where each Ai,jxj is an independent random variable, we can write Aix ∼ N (0,

∑k
j=1 x

2
j ), using basic

properties of Gaussian variables. Since ‖x‖2 =
∑k

j=1 x
2
k, this finishes the proof of the lemma.

We rely on the following concentration result about a sum of squares of random Gaussian variables.
(This type of distribution is known as the chi-squared distribution.) We prove it later but for now we just
state it here.

Lemma 4. Let X1, . . . , Xd be independent variables distributed according toN (0, 1). For each i ∈ [d], let
Zi = X2

i . For any ε ∈ (0, 1),

Pr

(∣∣∣∣∣d−
d∑
i=1

Zi

∣∣∣∣∣ > εd

)
≤ 2e−

ε2d
12 .

4.2 The proof

Proof of Lemma 2. We want to show that

(1− ε)‖x‖2 ≤
∥∥∥∥ 1√

d
Ax

∥∥∥∥2 ≤ (1 + ε)‖x‖2

holds with probability close to 1. This expression is equivalent to

(1− ε)d ≤
∥∥∥∥ Ax‖x‖

∥∥∥∥2 ≤ (1 + ε)d,

which we obtain by multiplying the previous inequality by d
‖x‖2 . This can be restated as∣∣∣∣∣d−

∥∥∥∥ Ax‖x‖
∥∥∥∥2
∣∣∣∣∣ ≤ εd

By Lemma 3, we know that the distribution of each entry in Ax is N (0, ‖x‖2). Therefore, the distribu-

tion of each entry in Ax
‖x‖ is N (0, 1). Since the entries of Ax

‖x‖ are independent for a fixed vector x,
∥∥∥ Ax‖x‖∥∥∥2 is

really a sum of squares of d independent random variables distributed according to N (0, 1). The proof of
the lemma then follows directly from the concentration result stated as Lemma 4.
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4.3 Proof of the concentration result

Proof of Lemma 4. In order to prove the desired bound, we prove separately that
∑d

i=1 Zi is bounded from
above and from below with probability almost 1. (These proofs are almost identical.) Let us define phigh to
be the probability that

∑d
i=1 Zi is too high. We introduce an additional variable λ ∈ (0, 12), which we set

later. We have

phigh = Pr

(
d∑
i=1

Zi > d(1 + ε)

)
= Pr

(
eλ

∑d
i=1 Zi > edλ(1+ε)

)
.

By applying Markov’s inequality, we get

phigh ≤
E
[
eλ

∑d
i=1 Zi

]
edλ(1+ε)

=

∏d
i=1 E

[
eλZi

]
edλ(1+ε)

=

(
E
[
eλZ1

])d
edλ(1+ε)

=

(
(1− 2λ)−1/2

)d
edλ(1+ε)

=
(
(1− 2λ)e2λ(1+ε)

)−d/2
,

where the first equality follows from the independence of Zi’s, the second follows from the fact that all
of them have the same distribution, and the third one uses an identity mentioned in Section 3. Now set
λ = ε

2(1+ε) . This value clearly lies in (0, 1/2), since ε ∈ (0, 1), and therefore our entire analysis so far
holds. We obtain

phigh ≤
(
(1 + ε)e−ε

)d/2
.

From the Taylor series for ln(1 + t), we have ln(1 + t) ≤ t− t2

2 + t3

3 for t ∈ [0, 1]. Therefore,

phigh ≤
(
eε−ε

2/2+ε3/3−ε
)d/2

≤
(
e−ε

2/6
)d/2

= e−
ε2d
12 .

We now turn to the proof that
∑d

i=1 Zi is bounded from below with high probability. Let plow be the
probability that

∑d
i=1 Zi is too low. Following almost the same reasoning as before we get for any λ > 0:

plow = Pr

(
d∑
i=1

Zi < d(1− ε)

)
= Pr

(
e−λ

∑d
i=1 Zi > e−dλ(1−ε)

)
≤

E
[
e−λ

∑d
i=1 Zi

]
e−dλ(1−ε)

=

∏d
i=1 E

[
e−λZi

]
e−dλ(1−ε)

=

(
E
[
e−λZ1

])d
e−dλ(1−ε)

=

(
(1 + 2λ)−1/2

)d
e−dλ(1−ε)

=
(
(1 + 2λ)e−2λ(1−ε)

)−d/2
.

We now set λ = ε
2(1−ε) > 0. We get

plow ≤ ((1− ε)eε)d/2 .

Using the Taylor series for ln(1− t), we have ln(1− t) ≤ −t− t2

2 for t ∈ [0, 1]. Hence

plow ≤
(
e−ε−ε

2/2+ε
)d/2

≤ e−
ε2d
4 ≤ e−

ε2d
12 .

By the union bound, the probability that
∑d

i=1 Zi is out of the desired range is therefore bounded by

phigh + plow ≤ 2e−
ε2d
12 .
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5 Additional notes

Probability of success. The way our proof is written, it is focused on proving that the random linear
transformation has the desired properties with non-zero probability. In practice it is likely that checking
whether a given transform preserves all pairwise distances is not feasible. However, it is easy to show that
the probability of finding a good transformation can be made 1− n−t for an arbitrarily large t by increasing
the constant in the target dimension.

Oblivious embedding. A nice property of our linear transformation is that it is oblivious, i.e., we do not
have to know the set of point to decided on what the transformation is. This could be useful in a setting
in which data points arrive over time, and we have to process them as they appear. Contrast this with
multidimensional scaling, which is a popular technique for visualizing data sets, but requires knowing the
entire data set.

Simpler matrices and faster embeddings. Our construction used the Gaussian distribution for each entry
of the transformation matrix. It is, in fact, possible to get the same guarantees by independently selecting
each entry from the uniform distribution on {−1, 1} (known as the Rademacher distribution). This is much
simpler to implement then drawing entries from the Gaussian distribution. It also gives clear bounds on the
range of any number that may appear when we compute the transformation.

One downside of the transformation we presented is that it requires O(dk) time. It is possible to im-
prove on this by using sparse matrices. In particular, it is possible to use matrices that have a fixed number
of randomly selected non-zero entries in every column. Each entry is selected from the Rademacher dis-
tribution (with appropriate scaling). This leads to a significantly more complicated proof, but allows for a
transformation that can be executed in time close to linear in the sum of the dimensions.

Optimality of the Johnson–Lindenstrauss lemma. It turns out that it is optimal (up to constant factors).
It is possible to construct an arbitrarily large set of n points that cannot be embedded into o(ε−2 log n)
dimensions, while preserving all the pairwise distances up to a factor of roughly 1 + ε.

Dimensionality reduction for k-means and k-median. k-means and k-median are popular clustering
methods. Given a set of n points in a high dimensional space, one could map it to O(ε−2 log n) dimensions,
using the transformation provided by the Johnson–Lindenstrauss lemma. This would preserve all pairwise
distances up to a factor of 1 ± ε and would therefore preserve the cost of k-means and k-median up to the
same factor. It turns out, however, that O(ε−2 log(k/ε)) dimensions suffice to achieve this goal, despite the
fact that this is in general not enough to preserve all pairwise distances.
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